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. Introduction

Progress in the area of accurate quantum chemical
treatments of systems containing transition metals
has been much faster during the past few years than
anyone could have expected. Only five years ago, the
treatment of the severe dynamical and nondynamical
correlation effects seemed almost impossibly difficult
even for small transition-metal complexes, and today
there are a number of studies using high-accuracy
methods of enzyme complexes with models including
up to 50 atoms and which contain several transition-
metal atoms. A calculation done in 1988 on the low-
lying states of the nickel atom? is illustrative of the
situation at that time. For the nickel atom there are
three low-lying states, the 3d%4s, 3d®4s? (0.7 kcal/mol)
and 3d'° (40.1 kcal/mol) states, where the experi-
mental (J-averaged) excitation energies are given in
parentheses. Since each state has a quite different
chemistry, describing the relative positions correctly
was considered to be very important. Without cor-
relation, at the Hartree—Fock level but with relativ-
istic effects included, the errors in the splittings are
—38.4 and 61.5 kcal/mol, respectively. These huge
errors show the difficulties and importance of a
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correct treatment of dynamical correlation of the 3d
shell. Even single-reference coupled-pair functional
methods, which are normally quite accurate, gave
errors in the splittings of 8.9 and 11.5 kcal/mol. Only

© 2000 American Chemical Society

Published on Web 01/15/2000



422 Chemical Reviews, 2000, Vol. 100, No. 2

a large multireference treatment gave the desired
splitting with an error of about 2 kcal/mol, but this
type of calculation would be impossible to perform
even for a small metal complex. Also, along the same
line, work on the chromium dimer showed that errors
of more than 1 A on the bond distance and more than
50% on the binding energy could easily result unless
a very elaborate treatment was performed.?

There are two main reasons for the surprisingly
fast development of accurate treatments of transition-
metal systems. The first, and most important, reason
is that density functional theory (DFT) has developed
into a much more accurate tool than before. In
particular, the introduction of terms depending on
the gradient of the density to describe the exchange
interaction has proven to substantially improve the
accuracy.®* This improvement, together with the
improvement obtained by introducing a few semiem-
pirical parameters and a part of the Hartree—Fock
exchange, has led to an accuracy that is not far away
from that obtained by the most accurate ab initio
methods at a small fraction of the cost.®> The second
factor responsible for the recent development is
simply the increased experience obtained from the
large number of model studies of transition-metal
complexes performed during the past decade. This
experience has, for example, led to a good under-
standing of how ligands in detail affect chemical
reactions and also of how they can be modeled.
Another significant insight gained from the modeling
of transition-metal complexes is that some of the
problems encountered early, which were thought to
be necessary to solve, are in fact very atypical for
transition-metal complexes. The examples of the
nickel atom and chromium dimer given above are
illustrative of this point. For an accurate treatment
of the bond strength of a small diatomic M—X system,
it is often critical that the splittings of the low-lying
states of the transition-metal atom M are well
described, since the metal commonly changes state
as the bond is formed. This is much less critical for
the description of the last M—X bond in a saturated
MX,, complex, since the atomic state is, in general,
the same before and after this bond is formed. In
biochemistry it is obviously only the saturated situ-
ation that is relevant. Therefore, a DFT method
which still has problems describing the lowest states
of the metal atom accurately can be quite accurate
for a realistic chemical system. In the case of the
chromium dimer, the multiple bonding is almost
unique with its severe near-degeneracy problems, so
this situation does not need to be accurately described
by a method used to study more normal chemical
systems. Instead, other problems more directly con-
cerned with the modeling of the actual chemical
situation become the focus of a theoretical treatment
of a transition-metal complex in an enzyme. Some of
these problems will be discussed with examples in
the present review.

As the title implies, the present review will only
be concerned with studies where high-accuracy meth-
ods have been used. This category consists of ab initio
methods including correlation and DFT methods
including gradient corrections. This means that
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semiempirical studies are not covered, neither are
Hartree—Fock studies nor local density studies. In
general, these latter methods have been shown to
give rather large errors for transition-metal systems.
Even for systems containing only atoms from the first
and second rows of the periodic table, ab initio
methods without correlation and DFT methods with-
out gradient corrections give errors on thermody-
namical properties which are at least an order of
magnitude larger than those of the more accurate
methods. It is therefore rather safe to predict that
almost all future studies of biological transition-metal
systems will be done using these more accurate meth-
ods, even though better parametrizations of semi-
empirical methods may change this to some extent.

Quantum chemical studies of biological systems
have recently been reviewed.®” Of particular rel-
evance for the present review, some transition-metal
systems have already been discussed in detail. In
order not to make unnecessary repetitions, these
systems will not be described again. Instead, these
topics and systems will be mentioned here together
with the main references. In the previous review, as
an example of systems where different ligand models
have been tried, tyrosinase and hemocyanin were
chosen. There are several quantum chemical treat-
ments of these systems.8~12 Modelings concerned with
accurate geometry determinations were discussed for
the case of blue copper proteins.’® Mechanisms
were discussed for the case of methane monooxyge-
nase (MMO) for which a few quantum chemical
studies have been performed.>~1° The first prelimi-
nary studies of water oxidation in photosystem Il
were also discussed.?®?! The present review will
instead focus on the more recent work on this subject.
Theoretical studies of transition-metal complexes in
biochemical systems using high-accuracy methods
are still quite rare despite the possibilities provided
by the development mentioned above. For example,
only a few studies can be found in the literature in
the important area of enzyme reaction mechanisms.
Therefore, apart from a description of these few
studies, examples will also be taken from ongoing
research. The examples will serve to illustrate both
possibilities and limitations of a theoretical approach
to the study of these complicated systems and will
give general aspects of the modeling involved. The
main examples given will be taken from recent
studies on O, formation in photosystem Il (PSI1) and
of O, activation in cytochrome ¢ oxidase (CcO). A
major point in the description of these systems, which
is given in some detail, is to put the quantum
chemical modeling in the context of the very complex
overall mechanisms of these enzymes. The number
of applications in spectroscopy is somewhat larger
although still rather small. The examples discussed
below are taken from studies of optical spectra of
some copper enzymes and from calculations of spin
splittings in some multimetal complexes.

Il. Computational Methods

Most studies performed to date on transition-metal
complexes in biological systems have been done using
DFT methods. The obvious reason for this is the high
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efficiency of these methods for large systems. In
contrast, there are very few applications using ab
initio methods. For example, the highly accurate
coupled cluster method, which is routinely used for
small organic systems, has so far not been used at
all for biochemical transition-metal complexes. How-
ever, for spectroscopic applications, CASSCF-based,
perturbation theory ab initio methods like CASPT2
have been used in a number of applications. These
methods will be very briefly described in the first part
of this section. In modeling biochemical reactions it
is also important to consider possible effects from the
surrounding protein. In most of the studies described
below, a simple dielectric medium treatment of the
protein is used. This procedure is described in the
second part of this section.

A. Quantum Mechanical Methods

The most widely used DFT method for biochemical
applications is the B3LYP method.>?> The B3LYP
functional can be written as

FB3LYP — (1 _ A)FXSIater + AFXHF + BFXBECke +
CF-"" + (1 - c)F /"™

where F, 52" s the Slater exchange, FF is the
Hartree—Fock exchange, F,Be*¢ js the gradient part
of the exchange functional of Becke,® F.-YP is the
correlation functional of Lee, Yang, and Parr,?® and
F.YWN is the correlation functional of Vosko, Wilk, and
Nusair.?* The A, B, and C coefficients were deter-
mined® using a fit to experimental heats of formation,
where the correlation functionals of Perdew and
Wang?® were used instead of F.YWN and F.-YP in the
expression above. Several DFT functionals, other
than B3LYP, have also been used in biochemical
applications. The functionals fall into two classes:
those that contain Hartree—Fock exchange (hybrid-
type methods), such as B3LYP and B3P86, and those
that do not, such as BLYP, BP, and BP86.

The accuracy of different DFT methods has been
tested on the standard G2 benchmark test?® consist-
ing of 55 small first- and second-row molecules.?” A
few general conclusions can be drawn from these
comparisons. For the atomization energies, the B3LYP
method is clearly superior to the other DFT methods
with an average deviation to experiments of only 2.20
kcal/mol and a maximum error of 8.4 kcal/mol. This
can be compared to the corresponding results of 1.16
and 5.1 kcal/mol, respectively, for the G2 method,?®
which is one of the most accurate ab initio methods
available. Of the nonhybrid methods, BLYP performs
best with an average deviation of 4.95 kcal/mol and
a maximum deviation of 15.8 kcal/mol. It can be
noted that both BP and BP86, which are methods
commonly used, perform significantly worse with
average errors of 11.81 and 10.32 kcal/mol, respec-
tively. Quite surprisingly, bringing in Hartree—Fock
exchange for these methods (B3P86) leads only to a
marginal improvement to 7.82 kcal/mol. For the
geometries of the G2 benchmark test, all DFT meth-
ods give quite accurate results, perhaps slightly more
accurate for the hybrid methods. It is also worth
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noting that the geometry convergence with basis set
is very fast.

Due to the lack of accurate experimental values,
much less is known about the accuracy of DFT meth-
ods for transition-metal complexes. However, several
systematic theoretical studies have been performed
on the small MR* systems, where M is a first-row
transition metal and R is H, CH3, CH3, or OH, and
the results were compared to recent experiments.?8
The average absolute error in calculated M—R bond
energies is 3.6—5.5 kcal/mol using B3LYP.2973L |t
should be remembered (see introduction) that these
systems are some of the most difficult ones to treat
since the atomic splittings enter directly into the
bond dissociation energies in many cases. For the
successive M-CO bond energies in Fe(CO)s* and Ni-
(CO), and the first M—CO bond energy in the Cr, Mo,
W triad of M(CO)s, B3LYP?9:31.3236 gives very good
agreement with experiment,33-3>37 with an average
error of only 2.6 kcal/mol, and the results are in most
cases within the experimental error bars. For the
nonhybrid methods, the errors in the calculated
M—CO bond energies are in several cases consider-
ably larger. Further indications of this problem were
recently given in a study of O—H bond strengths of
hydroxyl and water ligands in some manganese
complexes,” where it was found that the nonhybrid
methods gave bond strengths about 20 kcal/mol
smaller than those obtained using B3LYP. For the
only case where an accurate value is available, MNnOs
(O—H)~,%8 the B3LYP result was found to be in good
agreement with experiment.

The electronic spectra discussed below were com-
puted using the CASPT2 method.2® The choice of the
active orbital space in the CASSCF calculations is a
crucial step. On the basis of experience, it is known
that the 10 orbitals representing 3d and 3d' need to
be included in the active space, which is already close
to the limit for this method. Normally, other correla-
tions are also important, requiring additional active
orbitals, which means that compromises often have
to be found. In the calculations on the copper com-
plexes, discussed below, 11 or 12 active orbitals were
used.* The general strategy for the CASSCF/CASPT2
calculations described here was to first perform a
state-averaged CASSCF calculation, where all the
excited states of a given symmetry are included in
the averaging. In the subsequent CASPT2 step, all
valence electrons were correlated including the 3s,3p
shell. A level shift was applied to remove the intruder
states. Basis sets as large as could be afforded were
used, but still, as will be discussed below, significant
compromises in the choice had to be made. For
example, no polarization functions on C, N, or H were
included.

The CASPT2 method is probably the most accurate
method available today for calculations of optical
spectra. It has been extensively tested on organic
systems and typically predicts excitation energies
with error bars of 0.3 eV (7 kcal/mol). For small
transition-metal complexes, a similar accuracy can
also be reached. For larger complexes, particularly
those in biochemistry which lack symmetry, the
accuracy decreases mainly due to problems in de-
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scribing the main chemical effects within an active
space limited to about 12 orbitals. As mentioned
above, basis set truncations also reduce the accuracy,
and this is a much more severe problem in CASPT2
than in DFT calculations since the basis set conver-
gence is much slower.

B. Dielectric Methods

When studying biochemical problems, it is impor-
tant to also consider the modeling of the part of the
enzyme that surrounds the part treated quantum
mechanically. There are different degrees of sophis-
tication of this part of the model, ranging from
neglect of the surrounding protein, to the use of
different levels of dielectric models, to the use of
different molecular mechanics (MM) force fields, to
the use of a semiempirical description. A major
guestion in this context for metal enzymes concerns
the charge state to be used on the active site complex.
These questions were discussed in connection to
several examples of different modelings in the recent
review.” Methods which combine quantum chemical
and molecular mechanics (QM-MM) methods,*° have
not yet been applied on biological transition-metal
systems using DFT or accurate ab initio methods.

The effects of the protein surrounding on structures
and on electron-transfer processes have been studied
using DFT methods. For blue copper proteins, which
until recently have been considered to be classical
cases where the protein has a major and decisive
effect on the structure of a metal complex, a recent
study®® has shown that the effect of the protein
surrounding is truly minor. For electron-transfer and
charge-separation processes in the bacterial photo-
synthetic reaction center, another study** has shown
that a simple structureless dielectric model is suf-
ficient for recovering the major effects of the protein
on the transfer energy. Similar conclusions can be
drawn from the calculations of redox potentials of
superoxide dismutase enzymes discussed below. Al-
though all these studies point in the same direction,
that the protein surrounding does not need to be very
accurately described, there is not yet a sufficient
number of results available to make general conclu-
sions. However, so far there are no known high-
accuracy examples which conclusively show the
opposite. Furthermore, in most of the mechanistic
studies discussed below it is found that when there
is no long-range charge separation involved in the
reaction, the effects of the surrounding protein on the
reaction energetics are generally small.

In most of the mechanistic studies discussed below
the effects of the protein were included through the
application of a dielectric medium, with the molecule
placed in a cavity. In the simplest implementations
of this procedure, the shape of the cavity is chosen
as a sphere. For reasonably flat molecules, e.g., a
pure heme or a chlorophyll molecule, an ellipsoidal
cavity represents an important improvement. How-
ever, if the heme or chlorophyll molecule has axial
ligands, e.g., a histidine coordinating to the central
metal atom, it is necessary to use irregularly shaped
cavities, which closely follow the shape of the mol-
ecule. In such cases the self-consistent isodensity
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polarized continuum model (SCI-PCM) as imple-
mented in the GAUSSIAN-942 program can be used.
In this method the solute cavity is determined self-
consistently. The default isodensity value of 0.0004e/
B® has been found to yield volumes very close to the
observed molar volumes. The dielectric constant of
the protein is the main empirical parameter of the
model, and in the studies discussed below, it was
normally chosen to be equal to 4, in line with previous
suggestions for proteins. This value corresponds to
a dielectric constant of about 3 for the protein itself
and of 80 for the water medium surrounding the
protein. It should, in this context, be noted that with
such a simple model of the protein surrounding as a
dielectric continuum, it is very important to include
the hydrogen bonding to the solute explicitly in the
guantum chemical model. The consequence of this
type of modeling can be nicely illustrated by the case
of the electron affinity for the quinone in the bacterial
reaction center. Using a quantum chemical model
consisting of the quinone and two water molecules
embedded in a continuum with € = 4, an electron
affinity of 86.1 kcal/mol is obtained. However, it is
generally considered that the region around the
qguinones in the reaction center is quite polar and
therefore has to be described by a high dielectric
constant.*® In fact, using a small quinone model
without hydrogen bonding, together with ¢ = 80,
gives an electron affinity of 85.0 kcal/mol, very close
to the value of 86.1 kcal/mol obtained for the model
with hydrogen bonding and ¢ = 4. However, a model
treating the most important hydrogen bonding ex-
plicitly by quantum chemical methods and assigning
a uniform low dielectric constant to the rest of the
protein is considered here to be most appropriate. The
choice of € = 4 can also be motivated by the fact that
this value gives good agreement with experiment for
all three charge-separation reactions studied in the
photosynthetic bacteriosystem.* It was also concluded
that directional effects, which have to be modeled by
explicitly charged residues, do not appear to be
important in this system.

[ll. Mechanisms

To illustrate what is involved in a theoretical study
of a transition-metal-catalyzed enzyme reaction, the
present section will concentrate on two different
examples which will be described in some detail.
These examples are taken from our own ongoing
research on two of the most interesting and therefore
experimentally most studied enzymes, cytochrome c
oxidase (CcO) in the respiratory chain and photosys-
tem Il (PSII) in green plants, algae, and cyanobac-
teria. Both involve complexes with several transition-
metal centers and the O, molecule. In cytochrome ¢
oxidase, O, is reduced to water and the energy
produced is used to make ATP. In this process there
is a complicated flow of electrons and protons, and
this situation has to be analyzed in detail before
proper model calculations can be set up. The first
section below will illustrate how this is done in
practice and how the vast amount of experimental
information is used in this context. In particular, the
number of electrons and protons given to the bime-
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Figure 1. X-ray structure of the binuclear center in CcO
(modified to include the His—Tyr covalent link).

tallic active site is absolutely critical if relevant
conclusions should be drawn from the calculations.
In the second example below, the opposite reaction
with the formation of O, from water in photosystem
11 is discussed. A severe complication in such a study
is that, thus far, there is no X-ray structure of PSII.
The discussion will describe what type of problems
can be addressed under such circumstances and how
models of the active site can be set up from the
present experimental information. Finally, in the
third subsection, other enzyme mechanisms involving
transition-metal complexes that have recently been
studied will be briefly described. Other examples
have been recently reviewed.”

A. O, Activation in Cytochrome ¢ Oxidase
The reduction of molecular oxygen to water

0, + 4H" + 4e” — 2H,0 1)

in cytochrome c oxidase (CcO, also called complex 1V)
occurs at a binuclear metal site, consisting of a heme-
iron, heme,s, and a histidine-ligated copper center,
Cug, see Figure 1. The O, molecule coordinates to the
heme,s-iron in the fully reduced form of the enzyme,
where it receives electrons and protons from nearby
residues. The hemegs-iron in the reduced enzyme is
Fe(ll), and it ends up as Fe(lll) after the completed
reaction, giving one of the electrons to the O, reduc-
tion. In the same way, Cug goes from Cu(l) to Cu-
(I1). The remaining two electrons needed to fully
reduce one molecule of O, to two water molecules are
transferred to the binuclear site via another heme
group, heme,, which is located 13 A away from the
binuclear center (iron to iron distance). The proton-
transfer pathways to the active site are also reason-
ably well-known.**

In setting up a model of the binuclear center shown
in Figure 1 to perform a quantum chemical investi-
gation of the O, activation in CcO, the most difficult
part is to know how to treat the electrons and protons
in reaction 1. In fact, as shown in the following
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equation, it is the transfer of these electrons and
protons that at the end saves and stores the energy
produced in the overall O, reduction reaction, eq 2.

Ce¢H,,04 + 60, — 6CO, + 6H,0 + energy (2)

The energy released in this reaction is stored by the
organism in the form of ATP. To analyze this
fundamental reaction further, it is normally parti-
tioned into two half-reactions:

C¢H;,0¢ + 6H,0 — 6CO, + 24H" + 24e~ (3)
and
60, + 24H" + 24e” — 12H,0 (4)

The first of these two reactions (eq 3) occurs in
glycolysis and the citric acid cycle and results in the
production of NADH and FADH,. Mediated by these
coenzymes and a set of redox centers, the electrons
and protons are made available for the O, reduction
in the second reaction, eq 4. This electron transfer,
occurring in the mitochondria and driven by the O,
reduction, creates a proton gradient by pumping
protons across the membrane. The proton gradient
results in the production of ATP by ATP synthase.
The main part of the proton pumping occurs in three
electron-transfer proteins, complex I, 111, and 1V, all
located in the mitocondrial membrane. It is only in
the last one of these proteins, complex IV (or CcO),
that the reduction of molecular oxygen to water takes
place. The energy gained in the O, splitting drives
the electrons through all the electron-transfer pro-
teins, step by step, by means of progressively increas-
ing electron affinities (reduction potentials) of the
redox centers located in or between the electron-
transfer proteins. A thorough analysis of this process
leads to the following important conclusions. Since
only a few of the total number of protons pumped in
the respiratory chain are pumped locally in CcO and
since the energy involved in pumping each proton is
rather small (3—5 kcal/mol), most of the energy
produced in the O, reduction should be used to
increase the electron affinity (EA) of the active site.
Much less energy should go into increasing the proton
affinity. For the modeling of the O—0O bond-breaking
reaction, this means that the electron coming from
outside the binuclear center is not likely to be used
to activate the bond. It should only come in after the
reaction is completed. After each step in the O,
reduction reaction has taken place, the increased
electron affinity should be used to drive electrons
along the respiratory chain, which in turn will drive
protons across the membrane.

In a quantum chemical investigation of the mech-
anisms for the O, splitting, the basic model shown
in Figure 2 has been used.®* The heme group is
replaced by an iron with two chelating diformamidate
(NHCHNH") ligands while all histidines, except the
one covalently linked to the tyrosine, are replaced by
ammonia. In calculations on the separated iron or
copper complexes, somewhat larger models could be
chosen, using imidazoles for all histidines and a full
unsubstituted iron—porphyrin for the heme group.
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Figure 2. O—O0O splitting transition state for a model of
the binuclear center in CcO.

The number of protons and electrons included in the
model can be varied to investigate different aspects
of the reaction. For a reaction mechanism to be
possible, the following criteria should be fulfilled: (i)
each reaction step should be reasonably close to
thermoneutral so that it does not waste energy as
heat, (ii) there should be no high barrier involved,
(iii) the reaction should mainly increase the EA of
the active site (see above). On the basis of the
different kinds of experimental information, several
suggestions have been made for the O, reduction
mechanism and some of those suggestions have been
investigated by performing B3LYP calculations on
the type of model described above.

The first step in the O, activation is coordination
of the O, molecule to the Fe(ll) center of hemegs. In
this complex, referred to as compound A, O, has been
shown to be very weakly bound to the iron.*® The Fe—
O, bond energy can be calculated using the large
iron—porphyrin model. The ground state is an open-
shell singlet state, and at the B3LYP level, this Fe—
O, bond energy is only 2 kcal/mol, in good agreement
with the experimental estimates of a weak bond. The
small heme model mentioned above gives a somewhat
stronger Fe—0O, bond, 9 kcal/mol.

The second step in the O, activation is the forma-
tion of a state labeled compound P. On the basis of
its optical spectrum, the electronic structure of this
state was interpreted to be (porf)Fe(111)—0O—0".46:47
As will be discussed below, however, the structure
of the P intermediate is under debate.*®4° Irrespective
of the character of the experimentally observed
compound P, the reaction sequence is thought to
occur via a peroxy-type structure, and one possible
candidate for such a structure is (porf)Fe(l11)—O—
OH. A water molecule, observed in the vicinity of
CuB, could be involved in the formation of the
peroxide structure through the donation of a proton
to the O, molecule coordinated to iron. At the same
time, an electron is donated by Cug, giving an Fe-
(IHND-O—0OH + Cu(ll)(OH) state of the binuclear
center. The energetics of such a reaction is estimated
from reaction 5
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(porf)Fe(l)—-0O, +
[(H,0)Cu(I)(His),(His—TyrOH)]" —
(porf)Fe(111)—O—0OH +

[(OH)Cu(I)(His),(His—TyrOH)]" (5)

which is calculated to be slightly endothermic using
the larger models described above at the B3LYP
level. The endothermicity of this reaction step could
correspond to the experimentally observed barrier for
the O, splitting on the order of 6 kcal/mol.>° Whether
a barrier exists in excess of the endothermicity of
reaction 5 is presently under investigation.

The next step in the reaction is the splitting of the
O—0 bond, which eventually leads to an oxoferryl
intermediate, (porf)Fe(1V)=0. One of the controver-
sies regarding the mechanisms of the O, activation
in CcO is if the O—O0O bond splits before or after the
arrival of the third electron at the binuclear center,
see also the discussion above concerning the coupling
between O, reduction and electron transfer. It has
been suggested on the basis of time-resolved Raman
spectroscopy that the peroxide structure is not a
stable intermediate and that the O—O bond actually
already breaks before the arrival of the third elec-
tron.*84° This is in contrast to other suggestions that
the peroxide-type of structure, (porf)Fe(111)—O—0H,
is a true intermediate which requires a third electron
to split the O—0O bond.*” Thus, an obvious topic for a
guantum chemical study is to investigate the condi-
tions for the O—O0 bond splitting at the binuclear site
in CcO.

The O—O0O splitting step, without the introduction
of the third electron from heme,, could occur via the
reaction described in eq 6

(porf)Fe(111)—O—0OH +
[(OH)Cu(I1)(His),(His—TyrOH)]" —
(porf)Fe(IV)=0—H,0O +

[(OH)Cu(I1)(His),(His—TyrO*)]" (6)

Besides the oxoferryl species, (porf)Fe(1V)=0, a water
molecule is formed. In this particular reaction scheme,
the proton and electron that need to be added to the
peroxide, (porf)Fe—O—OH, to form the water mol-
ecule are taken from the covalently linked tyrosine,
leading to the formation of a neutral tyrosine radical,
as previously suggested.*® Using the type of model
shown in Figure 2 and using the B3LYP functional,
reaction 6 is calculated to be close to thermoneutral,
which shows that it is thermodynamically feasible
to break the O—O bond before the third electron
arrives at the binuclear center, which is a significant
result. However, it should be noted that the exact
location of the radical created in this reaction de-
pends on the detailed nature of the model and cannot
be inferred from the calculations. Other possible
locations, besides the cross-linked tyrosine, are the
copper—imidazole complex and the porphyrin ring.
All these different locations of the radical hole are
close in energy, and the location of the radical is
therefore not very energetically significant.

If the splitting of the O—O bond, on the other hand,
would occur only after the third electron is intro-
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duced, the following reaction scheme (eq 7) could be
followed

(porf)Fe(111)-O—0OH +
(OH)Cu(I)(His),(His—TyrOH) —
(porf)Fe(1V)=0—H,0 +

(OH)Cu(11)(His),(His—TyrO) (7)

In this case the reaction starts out with Cu(l). Thus,
the electron needed for the water formation can be
taken from the copper center and no radical needs
to be created. Using the model system in Figure 2,
reaction 7 is calculated to be more than 30 kcal/mol
exothermic. This result rules out this model, since it
means that the energy gained in the O—0O splitting
would be lost into heat. The simplest interpretation
of this result is that the third electron cannot be
considered as free, which is done in this computation.
Thus, the energy released in the O, splitting is
needed to make the third electron move from heme,
to the binuclear site, and therefore, the O, splitting
must occur before the third electron arrives. The
mechanism for turning the energy liberated in the
O, splitting into a driving force for the electron
transport is to generate an increase in the electron
affinity of the binuclear site. This increase in the
electron affinity can be calculated from reactions 6
and 7, and it is found to be about 30 kcal/mol.
Furthermore, when an electron is moved from heme,,
an electron can be moved forward over the redox
centers in the electron-transport chain, and in this
way the energy released in the O, reduction, occur-
ring only in CcO, can be used to drive the electrons
through all the electron transport complexes. The
proton pumping across the membrane, in turn, is
achieved through electrostatic effects coupled to the
introduction of new electrons into each of the electron-
transport complexes.

To summarize, the criterion mentioned above, that
each reaction step in the O, reduction reaction should
be close to thermoneutral, is fulfilled for the O,
splitting step if it occurs before the arrival of the third
electron. The exact location of the radical created in
such a reaction cannot be determined from the
calculations, since the different options are too close
in energy. This result indicates that the location of
the radical is of small energetic importance. However,
it could still be of some importance for the proton
translocation. Furthermore, the O, splitting is cal-
culated to create an increased electron affinity of the
binuclear center, which can be used to drive the
electrons. Finally, the criterion that there should be
no high barriers involved has not been discussed so
far. It turns out that for the model shown in Figure
2, the barrier for the O—0 splitting is too high, more
than 20 kcal/mol, calculated at the B3LYP level.
Preliminary calculations on slightly more elaborate
models of reaction 6 indicate that if the proton that
is needed for the water formation is made energeti-
cally more easily accessible to the binuclear site, the
barrier for the O—O splitting decreases to a reason-
able level.

In another recent theoretical study of the binuclear
center in CcO,% mainly unrestricted Hartree—Fock
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calculations were performed. Since correlation effects
are extremely important for transition-metal sys-
tems, the energetic results obtained for the O, acti-
vation process are not very reliable. For example, it
was found that molecular oxygen binds 28 kcal/mol
stronger at the copper site than at the iron site, which
appears as an unrealistic result. A vibrational analy-
sis of the oxo—ferryl compound F was recently per-
formed at the DFT level using the same type of por-
phyrin model as that shown in Figure 2, giving some
support for the hypothesis that the Fe(1V)=0 frag-
ment could be tilted relative to the porphyrin ring.>?

B. Water Oxidation in Photosystem |l

The water oxidizing complex (WOC) in PSII per-
forms a unique chemistry in catalyzing the photo-
chemical formation of O, from water using visible
light. There is no other system that is capable of
doing this in nature and, so far, no artificially made
system either. To make O,, PSII uses four photons
of wavelength 680 nm in the overall reaction

2H,0 + 4hv — 4H" + 4e” + O, (8)

Despite decades of experimental studies, there are
still large uncertainties concerning the detailed chemi-
cal steps of the water oxidizing reactions. In light of
its fundamental importance in nature, this is there-
fore one of the most challenging problems in chem-
istry today.>®*¢ A major problem in this context is
that the X-ray structure of the enzyme has not yet
been obtained. Another problem is that the chemistry
of these steps is so unique that it is very hard to find
laboratory model reactions with any high degree of
similarity to water oxidation. However, although the
structure of the water oxidizing complex is not
known, sufficient information from EXAFS is avail-
able to start model calculations. It is known that the
WOC contains four manganese atoms and probably
also a calcium and a chlorine atom. The role of
calcium is essential, while the role of chloride is less
clear. In fact, there are experiments indicating that
chloride can be removed with only a minor loss of
efficiency.5” From saturating flash experiments, wa-
ter oxidation is known to occur in four steps.®® The
intermediates of these steps are denoted Sy through
S4, and O, formation occurs in S;. The resting dark
state of the enzyme is the S; state. In each step a
photon is adsorbed by a chlorophyll leading to a
charge separation, which eventually leads to an oxi-
dation of the WOC. Apart from the electron leaving
the WOC cluster upon each oxidation, a proton
usually leaves the complex also, see further below.

Different aspects of water oxidation in PSII have
been studied by B3LYP calculations. One study?® was
performed to test the hypothesis® that one role of
the tyrosine residue, which experimentally has been
found to appear as a tyrosyl radical in each S state,
is to abstract hydrogen atoms from the water and
hydroxyl ligands of the manganese cluster. The
calculations showed that this mechanism is energeti-
cally feasible; the O—H bond strengths of water and
hydroxyl coordinated to manganese are about the
same as the one in tyrosine. In another study, the
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Figure 3. Two different Mnz; models for the S, state of the water oxidizing complex in PSII.

entire reaction sequence for O, formation was studied
using a model complex containing only one manga-
nese center.?’ A calcium and a chloride was also
present in the model complex. Some general prin-
ciples for these types of redox reactions were proposed
and tested. The most important conclusion drawn
was that in a typical weak ligand-field redox reaction,
in which at least one metal atom changes oxidation
state, the position of the excited states before and
after the reaction are critical. Either the excited state
of the reactant corresponding to the product ground
state or the excited state of the product corresponding
to the reactant ground state has to be low lying. In
the case of water oxidation, this leads to the predic-
tion that an oxygen radical is formed in S; prior to
O, formation. No oxidation of manganese should
therefore occur going from S, to Ss. Other proposals
were that only one manganese center should be
redox-active, at least in the critical S;—S; states, and
that the role of calcium is to provide chelating energy
for reaching the oxygen radical state in Sz. In another
recent study also relating to PSII, the cleavage of the
O—0 bond in a peroxy-bridged manganese dimer was
studied using DFT.® The possibility to couple the
manganese spins ferromagnetically, as opposed to the
ground-state antiferromagnetic coupling, was sug-
gested to be important for the mechanism.

Since most of the previous theoretical work on PSII
has been recently reviewed,” this review will instead
briefly describe the most recent, yet unpublished,
work on this system. The next step, after the previous
proposal of the reaction sequence for O, formation,?!
is to put this mechanism into a context of a more
realistic manganese cluster since in the previous
study only one manganese center was used. One goal
with such a study is to investigate if a mechanism
where only one manganese atom is redox active is
consistent with the fact that a cluster with four
manganese atoms was chosen by nature and also to
try to understand why this choice was made. Another
goal is to identify the main ligand effects that have
to be present in the cluster to make the creation of
the oxygen radical possible. An actual theoretical
determination of the cluster structure and geometry
before an X-ray structure has been obtained is
probably not realistic but is thought-provoking and

Figure 4. Mn3 model for the S; state of the water oxidizing
complex in PSII. Mn1 and Mn2 are Mn(lV) states, Mn3 is
a Mn(l11) state, and O5 is a radical with a spin population
of 0.9.

may be a possibility a decade from now. The key
information on which a theoretical manganese cluster
model should be built is the EXAFS structural
information,> but also other results such as those
from EPR are very useful for reducing the number
of possible structures. After the initial study on the
single-center manganese complex, built on about 150
optimized structures, another 150 structures con-
taining two manganese centers were optimized. From
these studies general effects of the choice of oxidation
states and ligands were thoroughly investigated. One
major conclusion drawn from these initial calcula-
tions is that too much energy appears to be required
to create terminal manganese—oxo groups, and such
groups are therefore considered as unlikely interme-
diates. The most recent 150 structures investigated
have three manganese centers, and two different
types of models were used, see Figure 3 showing
possible S, structures. A geometry optimized struc-
ture of model A-type for the S; state is shown in
Figure 4. Models A and B are set up in the following
way. EXAFS strongly indicates two sets of bis-u-oxo-
bridged manganese centers in which the u-oxo groups
are unprotonated in S; and S,.5% In that paper the
favored suggestion has two loosely coupled manga-
nese dimers, but other possibilities were also men-
tioned. The specific types of Mnz models shown in
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Figure 3 were selected based on both the preliminary
DFT studies and on EPR spectra which indicate
strong coupling of at least three manganese centers,
in contrast to the suggestion of two loosely coupled
dimers. The position of the calcium in the models in
Figure 3 is based on recent strontium EXAFS, which
indicates two Mn—Sr distances of about 3.5 A in S;.%0
Strontium is the only metal that can replace calcium
with just a minor loss of activity, and it is assumed
that strontium therefore takes the same position as
calcium. The clusters in Figure 3 have a central cubic
part, where one corner of the cube is missing, The
essential chemistry for O, formation is suggested to
occur on and in this cube. The oxidation states chosen
were based on XANES and EPR studies,> which
show that two Mn(lll) and two Mn(lV) are likely
oxidation states in S; and that there is probably one
Mn(l1) oxidation state in Sp. The bottom terminal
manganese in Figure 3 appears at the moment to be
the most likely redox-active center, corresponding to
the one discussed in the previous study. Different
Mn; structures were then obtained mainly by switch-
ing ligands around, which essentially comes down to
moving hydrogen atoms between the water and
hydroxyl ligands.

The main criterion for choosing a proper model for
O, formation is based on the fact that about 90 kcal/
mol is available for performing the desired chemistry
in each S-state transition. This value comes from the
O—H bond strength in tyrosine, which is about 87
kcal/mol. As mentioned above, the tyrosine appears
as a neutral radical in the beginning of each S state
and returns to its normal nonradical form at the end
of each S state. This energy is used to remove an
electron from manganese and a proton from a water
(or hydroxy) ligand. There are two leading proposals
as to the details of this process. In the first one,
the tyrosyl radical abstracts a hydrogen atom from
a water ligand. In the second,®® the tyrosyl radical
only abstracts an electron from manganese while the
proton on the water ligand is abstracted by a base.
Independent of which detailed mechanism is correct,
the energetic criterion of about 90 kcal/mol available
in each S state remains the same, provided that the
charge of the cluster remains the same. It should be
added that with the second mechanism there is also
the possibility that the charge of the cluster changes,
which has to be investigated using slightly different
criteria. The energetic criterion, which amounts to
removing an electron and a proton from the cluster
to see if this requires about 90 kcal/mol, turns out to
be extremely selective, and only very few structures
pass this test.

The investigation of possible structures is in
progress, but a few preliminary results can still be
reported at this stage. As in the previous study on a
complex with a single manganese center, the oxygen
radical appearing in S; is created by removing a
hydrogen atom from a water (O2 in Figure 4) that is
bridging between manganese and calcium. This leads
to a substantial reduction of the Mn1—Ca distance,
which gives sufficient additional energy to barely
reach the oxygen radical state. Independent of model
used, model A or B, the oxygen radical always
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appears at O5. To reach this oxygen radical, the trans
effects are very important and sometimes extremely
sensitive to the choice of ligands. Two examples of
this sensitivity will be mentioned here. First, the
trans position at O10 is very critical, and with a
water ligand at this position, the oxygen radical state
is too high by 10 kcal/mol in some models. This is
equivalent to saying that the O—H bond strength of
the water at O2 is increased by 10 kcal/mol if 010 is
additionally protonated, which is quite remarkable
since they are at different ends of the cluster. The
second trans effect to be mentioned here is the one
at O4. This u-oxo group becomes protonated from 012
as the O2 hydrogen is removed, which leads to an
increase of the Mn1—Mn3 distance. The reason is
that this releases some of the strong u-oxo trans
effect. The second Mn—Mn distance (Mn1—Mn2) is
also increased because O5 becomes a radical. This
leads to the surprising effect noted in the EXAFS
data that both short Mn—Mn distances are increased
in the S,—S; transition. It should be added in this
context that the calculated Mn—Mn distances using
the present rather small basis sets are 0.05—0.1 A
too long. As in the previous study, the O—O bond
could finally be formed by an external attack from a
water molecule on the oxygen radical at the O5 posi-
tion, leading to a bridging O;H ligand. This means
that the two oxygens forming O, should have differ-
ent chemical origins and should exchange with dif-
ferent rates with solvent water, which is in accor-
dance with isotope labeling experiments.®! Other
mechanisms for O—O bond formation are presently
under investigation. Probably the most important
property of the Mn; cluster compared to the previous
single manganese complex is that the radical oxygen
is well protected against internal proton transfers in
Sz and the same oxygen is reasonably well protected
in S,. In the previous small model, this oxygen is a
terminal oxo ligand with a very large proton affinity
in S; and it was difficult to understand why it should
not be protonated from the Mn—Ca bridging water
ligand, which would destroy the possibility to form
the oxygen radical. This was actually noted as a ma-
jor problem in the previous study. In the Mn; cluster,
this oxygen is a u-oxo bridge between two Mn(1V)
centers in Sy, and this type of bridge is known not to
be easily protonated and is therefore much less likely
to take a proton from the water ligand. One interest-
ing question remaining is, of course, where the fourth
manganese center should be, but at present there is
not sufficiently critical information available to make
any speculation of this meaningful. To agree with the
EXAFS information, it could, for example, be placed
with a single u-oxo bridge to Mn2, which should lead
to an Mn—Mn distance of about 3.3 A.

C. Other Mechanisms
1. Nitrogenases

Nitrogenases are enzymes that catalyze the reduc-
tion of N, to ammonia. Three types of these enzymes
contain different inorganic constituents: one contain-
ing Mo, Fe, and S?7, one containing V, Fe, and S?-,
and finally one with Fe and S?~ alone. The mecha-
nisms of these enzymes have recently been re-
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Figure 5. X-ray structure of the FeMo cofactor from A.
Vinelandii.

viewed.®2764 A major breakthrough in this area oc-
curred some years ago when the X-ray structures of
both component proteins of the molybdenum-contain-
ing nitrogenase were solved.®>~%7 The FeMo cofactor
was shown by this work to be composed of one
molybdenum and seven iron atoms arranged in two
incomplete M, S3 cubanes, each one with a missing
sulfur. The two cubanes are linked by three sulfur
bridges, see Figure 5. All but one of the irons are
three-coordinate, while molybdenum is six-coordi-
nate. Under optimal conditions, the overall stoichi-
ometry of dinitrogen reduction by the molybdenum
nitrogenase can be written

N, + 8H" + 8¢~ + 16ATP —
2NH, + H, + 16ADP + 16P; (9)

N, becomes bound at the FeMo cofactor in the MoFe
protein. The electrons are taken from the Fe—protein
in a process where ATP is consumed, two for each
electron, with an electron-transfer path that passes
over an FegSg cofactor (P cluster). The protons are
delivered from the medium surrounding the FeMo
cofactor in a process that is probably strongly coupled
to the electron transfer. It can be noted from reaction
9 that when ammonia is formed it is unavoidable that
one hydrogen molecule is formed for the molybdenum-
containing nitrogenase. In the vanadium-containing
nitrogenase, three hydrogen molecules are formed for
each nitrogen molecule consumed. Due to the com-
plexity of reaction 9 and of the FeMo cofactor, the
investigation of these processes by theoretical meth-
ods has to be approached in steps initially using quite
simple models. In an early study, the binding of N,
was studied using some iron monomer models at the
MP2 level and for some larger models at the UHF
level.®8 N, was found to be loosely bound in most
cases with the triple bond retained, while a few
examples were found where N; is activated and has
a longer N—N bond. It was suggested that a dimer
site of Fe(l11) centers with low coordination number
might be useful for catalysis of N, reduction. In a first
attempt to study the mechanism of the N, reaction
by DFT methods, all the steps of ammonia formation
from N, were investigated using a simple Fe; model
of the FeMo cofactor.®® The main result of that study
is that some Fe(l) character appears to be required
for the cluster to perform the most difficult first step
of reaction 9, where N;H is formed. Fe(l) character
is achieved by starting with a cluster with mainly
Fe(l1) atoms and then binding hydrogen atoms to the
sulfurs bridging the irons. Another major point of
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that study is that since the ammonia formation
occurs in essentially decoupled steps with the same
driving force, a mechanism has to be found in which
a hydrogen atom (proton plus electron) binds to the
cluster, either to N, or to sulfur, with the same
energy in each step. From the heat of formation of
ammonia, this energy can be estimated to be about
50 kcal/mol. If the binding energy is significantly
smaller than this value, the step would be endother-
mic and not occur, and if the binding energy is much
higher, energy would be wasted. A mechanism was
suggested where this requirement was fulfilled in
each step. Some of the most critical steps were finally
tested on larger clusters with up to eight iron atoms.
In another study, essentially the same mechanism
was tested on a cluster containing all seven irons and
molybdenum, using periodic boundary conditions.”
It was shown that initially three hydrogen atoms
have to be bound on the cluster before N is reduced,
in perfect agreement with the experimental result
that three electrons need to be transferred to the
FeMo cofactor to start the reaction.5® In still another
set of theoretical studies, different positions where
N, might bind to the cluster were compared using
the full FeMo cofactor as a model with all its
ligands.” The geometry obtained for the bare cluster
using a nonhybrid DFT method is in impressively
good agreement with the experimental X-ray struc-
ture, with deviations on the bond distances of typi-
cally less than 0.05 A. The optimal geometry found
for N, was asymmetric between the two incomplete
cubane clusters of the cofactor. A transition state for
ammonia formation was postulated in which one of
the nitrogens is fully protonated while the other one
is unprotonated. On energy minimization, the N—N
bond broke and the process was found to be exother-
mic by several tens of kcal/mol. A reaction coordinate
for formation of H, was also determined.

2. Hydrogenases

Hydrogenases are enzymes that catalyze the re-
versible oxidation of molecular hydrogen (H, == 2H*
+ 2e7). The products formed in the H; activation can
be used by bacteria for reduction of inorganic mol-
ecules such as CO,, SO4%~, NOs~, and O,. For hydro-
genases located on the bacterial membrane, a trans-
membrane proton gradient can be created which
leads to ATP formation. In that way, many microor-
ganisms can use hydrogen gas as a source of energy.
The majority of hydrogenases contain iron atoms
arranged in Fe—S clusters, and many of them also
contain one nickel atom in the active site. The nickel-
containing enzymes are termed Ni—Fe hydrogenases.
On the basis of an X-ray structure’? and spectroscopic
IR studies,”® the active site for H, activation was
identified as a bimetallic Fe—Ni complex where iron
has two CN and one CO ligand, which is an unprec-
edented ligand set in biochemistry. On the basis of
experimental work, several mechanisms have been
proposed for the Ni—Fe hydrogenase over the years.
Recently, the first quantum chemical studies on this
system were carried out.”4#”> The mechanism for H,
activation found is shown in Figure 6. The only type
of complex found to activate H, has an odd number
of electrons and should thus be EPR visible. To model
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Figure 6. Mechanism for the activation of H, by Ni—Fe
hydrogenase.

this with a neutral complex requires one of the
terminal cysteines to be modeled as protonated, as
shown in Figure 6. The alternative is to have a
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negatively charged complex and all cysteines modeled
as SH™, but this leads to substantially worse agree-
ment with experiments for the rate of the H, reaction.
The activation reaction starts with the hydrogen first
becoming molecularly bound to iron, see Figure 6a.
This gives a rationale for the unusual choice of
ligands on iron, since these strong-field ligands force
iron into a low-spin configuration, which is favorable
for molecular precursor binding. No corresponding
minimum on the nickel side was found. In the next
step there is a heterolytic splitting of H, going over
a transition state, as shown in Figure 6b. The proton
initially becomes bound to a bridging cysteine while
the hydride eventually becomes bound between iron
and nickel. The bridging hydride forces the metals
closer together and explains the short distance
observed in the recent X-ray structure of the reduced
enzyme, Ni,—R—S in Figure 6d.”® Ni,—R—S differs
from the product of the H; splitting, Ni,—C* in Figure
6¢c, by one proton and one electron that has left the
complex. It should be added that the heterolytic
splitting of H, found in these studies logically sets
up the system for moving the electrons and protons
in different directions along separate pathways from
the complex, as is known to occur in the enzyme. In
a recent DFT study,”” calculations on a series of
known FeCO complexes were used to calibrate the
calculated CO bond distances with measured IR
stretching frequencies. Using this calibration curve,
the calculated CO bond distances for different states
of a nickel—iron hydrogenase active-site model could
be assigned to corresponding IR frequences. By
comparing these IR frequencies to the experimental
spectra obtained for different intermediates of the
nickel—hydrogenase enzyme, these intermediates
could be putatively characterized.

3. Cytochrome P450

Several heme—proteins reduce oxygen in a similar
fashion as CcO (see section I11.A), and they have also
been studied by quantum chemical methods. The
detoxification enzyme cytochrome P450 is in fact very
similar to CcO in the O, activation steps. One
difference between CcO and P450 is the axial ligand
on the iron center being a protonated histidine in CcO
and a cysteine in P450. O, coordinates to the reduced
Fe(l1) form of both enzymes, which in the P450 case
has a negatively charged axial ligand, while the
corresponding form of CcO has a neutral axial ligand.
To form a peroxide state, in CcO an electron is
received from the Cug center while in P450, where
such a copper center does not exist, the second
electron is introduced via a flavin-containing electron-
transport chain. Starting then from very similar
(porf)Fe(111)—O—O0H intermediates, the O—0 bond is
broken without the introduction of further electrons
to the active site in both CcO and P450. In P450 it
has been believed that a radical is formed at the
porphyrin ring in the O—O splitting reaction step,
but a few researchers have suggested the formation
of a sulfur radical in thiolate—heme proteins. Recent
DFT calculations on models of thiolate—heme com-
pound | support the existence of a sulfur radical on
this species.”®”® The electronic structure of other
intermediates of the cytochrome P450 reactions has
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also been explored by DFT methods.”®8-8 DFT
calculations have also been used to investigate the
interaction between models of P450 and various
substrate molecules.®

The O—O0 activation in P450 has been studied at
the DFT level (using the BPW91 functional).”88 A
very different approach was used compared to the
one described above for CcO. Completely free elec-
trons and protons were introduced into the reaction
center, and extremely exothermic (several hundreds
of kcal/mol) reaction steps with no activation barrier
for the formation of compound I, (porf)Fe(1V)=0, and
water were therefore obtained. The large exother-
micity obtained for these reaction steps strongly
violates the thermoneutrality criterion for biological
reactions discussed in section Il1.A above, and the
value of this type of modeling is therefore question-
able. Calculations on P450 are reviewed in a separate
article in this volume, which is referred to for further
details.?*

4. Heme Peroxidases

There are also large similarities between CcO and
P450 on one hand and heme peroxidases and cata-
lases on the other. The peroxidases and catalases
activate the O—0O bond in H,0O,, and in fact, this
substrate can also be used for both CcO and P450
but starting from the oxidized Fe(lll) form. In a
recent density functional study of the formation of
compound I, (porf)Fe(IV)=0, in heme peroxidases®®
(CCP, HRP, APX, etc.) a model similar to the one
described above for the iron part of CcO was used.
In a first step, after the hydrogen peroxide has
coordinated to the iron center, a distal histidine is
abstracting a proton from the peroxide and the same
(porf)Fe(111)—O—0OH intermediate as in CcO is formed.
To retain the oxidation state of iron in this step, the
proximal histidine ligand is altered from imidazolate
to imidazole. The next step, breaking the O—0O bond
and forming the oxoferryl intermediate compound I,
(porf)Fe(1V)=0, and water, is very similar to the one
that occurs in CcO and P450. The transition state
for this step in a model of a heme—peroxidase is
shown in Figure 7. In most peroxidases it is believed
that a radical is formed on the porphyrin ring in this
step. In the density functional study (B3LYP) of the
0O-0 splitting step in peroxidase,®® a barrier of 10
kcal/mol was calculated, involving a spin crossing.
Models of peroxidase compounds | and Il have also
been studied using the BP86 density functional
together with the broken symmetry formalism.8¢ The
detailed nature of the ground state of compound I,
determined by the character of the porphyrin radical,
was discussed on the basis of those calculations. The
electronic properties of compounds I and Il were also
investigated in another DFT study,®” where Fe—O
stretching frequencies were also calculated for dif-
ferent species and compared to experimental results.
Models of compounds | and Il were also studied in
ref 82 where, in particular, the effects of the proximal
ligand were discussed and comparisons were made
between cytochrome P450 and peroxidase. In ref 88,
saddle distortions in models of peroxidase compound
I were discussed on the basis of DFT calculations.
The mechanisms of peroxidase activation have also
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Figure 7. The transition state for activating O, in a model
for a heme peroxidase.

been investigated using different naked metal cations
as models for the heme group.®® The methods used
in the calculations on these small model systems
were second-order perturbation theory and coupled-
cluster theory. The main conclusion in that study was
that a distal proton acceptor (modeled by a water
molecule) drastically decreases the barrier for the
HOOH to H,OO0 isomerization. Several DFT studies
on models of other heme-containing enzymes have
also been made, e.g., refs 90—93, of which some were
discussed in the recent review.”

5. Non-Heme Oxygenases

Theoretical studies of the mechanisms for O,
activation by tyrosinase and hemocyanin, which
contain a bimetallic copper center, and by methane
monooxygenase (MMO), which contain a bimetallic
iron center, have recently been reviewed.” A very
similar metal center is also found in ribonucleotide
reductase (RNR). The present indications are that the
O, splitting mechanism is rather different in these
enzymes as compared to the heme-containing en-
zymes discussed above. In the latter systems, the
splitting of the O—O bond occurs for O—OH or even
O—OH,", while no proton seems to be involved in the
former systems. For MMO and RNR, B3LYP calcula-
tions using an iron dimer model including all first-
sphere ligands suggest that the splitting of O, occurs
by an initial formation of a rather symmetric Fe—
O,—Fe peroxide structure (compound P), for which
O, splits and the oxygens move to bridging u-oxo
positions, compound Q in MMO and compound X in
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RNR.'® A barrier in reasonable agreement with
experiment was obtained using B3LYP. The mech-
anism for activating methane was also investigated
in the same study, and a direct hydrogen abstraction
mechanism was found. In another study an unsatur-
ated charged iron complex was used as a model for
the iron dimer.'51 The charge in this model leads to
a very strongly bound methane molecule which in
turn leads to a C—H activation mechanism with a
four-centered transition state. These results were
also reviewed recently. A DFT study has also been
done on the electronic structure of a laboratory model
complex with two Fe(l11) and bridging «-oxo bonds.®*
For tyrosinase and hemocyanin, calculations indicate
a similar mechanism as that for MMO and RNR for
the O, activation.8~'2 However, the use of ammonia
ligands for the actual histidines in some of these
studies make direct conclusions concerning the mech-
anism in the enzymes somewhat questionable. In
fact, more recent studies using imidazole models
suggest that O, may never split in a separate first
step in the enzymes. In contrast, for some experi-
mental model systems with highly strained multi-
dentate ligands, which is quite different from the
situation in the enzyme, there is little doubt that O,
actually splits without being protonated.1°2

6. Molybdenum Oxotransferases

The molybdenum-containing oxotransferase en-
zymes catalyze oxygen-atom transfer to or from
biological substrates in the nitrogen, sulfur, and
carbon cycles. For a model dioxo—molybdenum com-
plex, a catalytic cycle has been set up for this type of
reaction using correlated ab initio methods (third-
order Mgller—Plesset perturbation theory).®> The
oxygen transfer step to the substrate PMe;s is found
to occur with a barrier of 14 kcal/mol to form an
intermediate which is extremely stable by 69 kcal/
mol compared to the reactants. This stability is partly
explained by the formation of a formal Mo—O triple
bond. The displacement of the OPMe; product by
water occurs over a barrier of 19 kcal/mol. The
reaction between a Mo(1V) and Mo(VI) then generates
Mn(V) in a process which is exothermic by 14 kcal/
mol, and O, finally oxidizes Mn(V) to Mn(VI) to
complete the cycle. In another study on models of
these enzymes, both extended Huckel and DFT
calculations were used to set up a reaction se-
quence.®® A direct attack of hydrogen sulfite on an
oxo ligand is found to be a favorable pathway. No
effect of a formal Mn—O triple bond formation was
found for the model system used, in contrast to the
case mentioned above.

7. Iron=Sulfur Proteins

Iron—sulfur proteins are often electron-transfer
agents, and it is therefore important to understand
how the electronic structure features of iron—sulfur
complexes determine the wide range of redox poten-
tials for these systems. Also, the interaction with the
protein environment is expected to play an important
role in determining the redox properties of iron—
sulfur clusters. Density functional calculations on
this subject have been reported for synthetic 1Fe,
2Fe, and 4Fe iron—sulfur complexes in solution.®’
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From broken symmetry and high-spin state calcula-
tions, the Heisenberg parameter J could be deter-
mined, as well as the energies of the low-spin ground
states (see further section 1V.B). Environmental
effects were modeled through a continuum dielectric
to calculate the solvent contribution to the redox
potentials. A good correlation was found between
predicted and measured redox potentials. In a more
recent study,® the redox potentials of [2Fe2S] clus-
ters in the two proteins ferredoxin and phthalate
dioxygenase reductase (PDR) were calculated using
density functional theory and the Heisenberg Hamil-
tonian formalism. The effects from the protein envi-
ronment were obtained from a finite-difference solu-
tion to the Poisson—Boltzmann equation. The calcu-
lated redox potentials, —1.007 and —0.812 V for fer-
redoxin and PDR, respectively, deviate significantly
from the experimental values of —0.440 and —0.174
V while the experimental trend is well reproduced.

8. Superoxide Dismutases

Manganese, iron, and copper—zinc superoxide dis-
mutases (SODs) are important detoxifying agents for
the superoxide radical anion. In two recent pa-
pers,®®1% redox potentials were calculated for man-
ganese and copper—zinc SOD enzymes using density
functional theory in combination with different levels
of electrostatic descriptions of the protein environ-
ment. For the MnSOD enzyme it was shown that
second-shell ligands on the manganese center had to
be included in the quantum mechanical part of the
model to obtain good agreement with the experimen-
tal redox potential.® It was also shown that the
simple electrostatic continuum model gave almost the
same results as the more complicated model includ-
ing the entire protein, in particular for the larger
guantum mechanical models. Similarly, for the CuzZn-
SOD enzyme it was shown that the calculated redox
potential only differed by 3 kcal/mol between a
dielectric continuum model (¢ = 4) and a full protein
treatment.'®© Mechanistic aspects of electron- and
proton-transfer reaction steps were discussed on the
basis of calculated redox potentials and pK, values.

IV. Spectroscopic Applications

Spectroscopy is the experimentalists tool to inves-
tigate nature since only energy differences can be
obtained experimentally. Quantum chemistry has the
great advantage that total energies can be obtained,
and the chemical problems can therefore be studied
more directly. However, in biochemistry the chemical
problems are often so complicated that progress can
only be achieved by an intimate cooperation between
theory and experiment. This can be done both by
obtaining complementary information from theory,
which is not available from experiments, but also by
direct interpretations of experiment by theoretical
calculations. In this section the present status of
calculation of spectra for biological transition-metal
complexes will be briefly described, with examples
both from ab initio and DFT studies.

A. Electronic Spectra

One of the first applications of the CASPT2 method
on biochemical transition-metal complexes was per-
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Figure 8. Optimized structure of the blue copper protein
complex.

formed for plastocyanin.*19t This is a four-coordi-
nated Cu(His),(Cys)(Met)* complex which plays an
important role in photosynthesis as an electron-
transfer complex. The optical spectrum of this com-
plex had been studied earlier using the X, method.1%?
Several chemical models were used for this complex
in the CASPT2 study, but the smallest model that
gave a consistent description of the spectrum was Cu-
(imidazole),(SCH3)(S(CHs)2)™, see Figure 8. Neither
modeling the histidines by ammonia nor the cysteine
by SH~ or the methionine by SH, gave an accurate
enough description of the spectrum. Thirteen elec-
trons were correlated in an active space of 12 orbitals
using a basis set of DZP quality for Cu and S and
DZ quality for C, N, H. The six lowest electronic
transitions were assigned with an error of less than
2000 cm™! (5 kcal/mol). Calculations performed for
the closely related protein complexes of stellacya-
nin'® and of axial'®® and rhombic type 1 copper
proteins,'% gave a similar accuracy compared to
experiments. The type of proteins which contain
these copper complexes are called blue copper pro-
teins, and in the case of plastocyanin, the bright blue
color originates from an electron transfer from a Cu
3d—Scys bonding to a singly occupied antibonding
orbital of the same character, with an excitation
energy of 16 700 cm~1. Altogether, eight lines were
assigned for plastocyanin. The most problematic line
to assign was an excitation to an e?A’ state at 23 440
cm~! which was calculated at 31264 cm™. It is
notable that the assignment of the calculated line
was not at all to the experimental line which was
closest in energy, which is at 32 500 cm~1. Instead,
trends obtained for smaller chemical models of the
errors due to basis set and geometry deficiencies were
used to make the final assignment. Another uncer-
tainty is the effect of the protein environment. This
shows that the assignment of an electronic spectrum
based on theoretical results is far from trivial. The
theoretical result will depend on the correlation

Sieghahn and Blomberg

treatment (CASPT2), the basis set, the model used
for the active site, and the structure. On top of this,
the experiment also has inherent uncertainties. The
bands are broad and overlapping and a Gaussian
resolution is based on assumptions about the number
of bands and is often not unique. It is not certain that
all bands are of electronic origin, the sample may not
be pure, etc. In the case of plastocyanin, one of the
bands was for these reasons left unassigned. This
band was not found in model compounds nor in the
closely related nitrite reductase.

An interesting aspect of all studies of biochemical
systems is the question of the influence of the protein,
see also section 11.B. In the study of the blue copper
proteins, the spectra were calculated with and with-
out models of the surrounding protein. The calcula-
tions were performed on Cu(imidazole),(SH)(SHy)*
using the respective crystal geometries of the three
proteins, plastocyanin, cucumber basic protein, and
nitrite reductase. A point-charge model of the sur-
rounding protein and solvent molecules was used.1%®
The calculations show that the surrounding cannot
be neglected with effects of up to 2500 cm™1. It was
also shown that in order to reproduce the qualitative
trends between plastocyanin and nitrite reductase,
some critical bonds had to be optimized at the
CASPT?2 level. The experimental X-ray structures are
not accurate enough for reproducing these sensitive
trends.

B. Spin—Spin Spectra

Since spin coupling does not appear explicitly in
DFT, the calculation of those states that require a
multideterminental description represents a funda-
mental problem for DFT methods. This problem is
particularly evident for optical spectra since normally
most excited states observed experimentally are
multideterminental spin states. In contrast, the
calculation of the excitation energy from a closed-
shell ground state to the lowest excited triplet state
represents no problem. There are two different ways
to still obtain reasonable information about the
positions of the multideterminental spin states. In
one of these approaches the excitation energies are
obtained by response theory.1% This type of method
is at the moment only available for closed-shell
ground-state systems, which means that it is not
applicable for most transition-metal complexes in
biochemistry. For organic systems the experience is
that the method gives quite accurate excitation
energies unless charge-transfer states are consid-
ered.'” The second way to obtain information about
multideterminental spin states is to use the broken
symmetry/spin projection method, which has recently
been reviewed.1® This approach can be applied for
two (or more) weakly interacting spin centers. The
interaction between two centers with spin vectors Sa
and Sg, respectively, can be described by the Heisen-
berg Hamiltonian,

Heoin = JSASk (10)

spin

The successive spin states of the Heisenberg ladder
are given by the Landé interval rule, E(Sy) — E(St
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—1) = JS;, where S; is the total spin, ranging from
Sa + Sg to |Sa — Sg|, where Sa and Sg are the spin
guantum numbers of the two centers. The Heisenberg
J parameter can be determined from the energy
difference between the highest spin state (HS), with
aligned spin vectors for the two centers, and a broken
symmetry state (BS), with oppositely aligned spin
vectors on the two centers, using the formula

Both the energy of the high-spin state, Eys, and the
energy of the broken symmetry state, Egs, can be
obtained from spin-unrestricted density functional
calculations. However, it should be noted that it is
not trivial to obtain SCF convergence to a low-spin
broken symmetry wave function, which should have
internal high-spin coupling on each center and low-
spin coupling between the two centers. When the J
parameter is determined, the energy of all the
different spin states can be calculated from the Landé
interval rule given above.

The Heisenberg Hamiltonian formalism has, for
example been applied to a set of five manganese—
oxo dimer complexes.® Those manganese—oxo dimer
complexes, which have been synthesized and struc-
turally characterized by X-ray diffraction, were stud-
ied as models for the water oxidizing complex in
photosystem 11 (see also section 111.B). One of the
main goals of that study was to calculate the Heisen-
berg coupling parameters for the different complexes
and compare them with the corresponding experi-
mental values, based on magnetic susceptibility
measurements. The experimental results for the set
of Mn—oxo complexes range from weakly ferromag-
netic coupling to strongly antiferromagnetic coupling,
and despite the quantitative deficiencies in the
calculated values, the experimental trend was well
reproduced. The electronic structures of these syn-
thetic dinuclear manganese—oxo complexes were
explored to gain insight into the ease of multielectron
transfer and coupled proton transfer in the related
water oxidizing complex.19°

An alternative to the broken symmetry formalism
is the valence-bond configuration-interaction method
for calculating and analyzing excited-state antifer-
romagnetism and ground-state spin coupling based
on high-spin state derived matrix elements.''® A
mixture of density functional calculations and ex-
perimental spectra have been used to evaluate the
strength of excited-state antiferromagnetism in oxo-
bridged iron dinuclear complexes and peroxo-bridged
copper dinuclear complexes.110-112

V. Conclusions

Accurate quantum chemical treatments of transi-
tion-metal complexes in biochemical systems is a
relatively new area. In the present review, a descrip-
tion of the current status of these treatments has
been made. This description has focused on a few
examples under current investigation to illustrate the
different aspects that enter studies of this type. There
are at least two striking differences in the applica-
tions on these systems as compared to other transi-
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tion-metal complexes, for example, in the area of
homogeneous catalysis where there is much more
experience of using quantum chemical methods. One
notable difference is that the overall chemistry that
the biochemical complexes are involved in is consid-
erably more complicated than in a typical catalytical
cycle of a laboratory process. A second striking
difference is that the amount of experimental infor-
mation, at least for the enzymes discussed in detail
in this review, is immense. There are often decades
of experimental investigations done by researchers
who have spent a large part of their careers on one
particular enzyme. This means that even though
point contributions in this area are being and will
be made, in the long run quantum chemistry will
probably become more involved in the overall under-
standing of the mechanisms of the enzymes. To make
significant contributions, the large amount of bio-
chemical information will have to be put in the
context of a quantum chemical modeling, which is
not a trivial matter. In this review, two examples
from two important enzymes, CcO and PSII, have
therefore been described in some detail in order to
give the entire context of the calculations. These are
both projects that have gone on for a few years and
will probably continue for another few years. The
review has also tried to cover other areas of accurate
guantum chemical treatments of biochemical transi-
tion-metal systems. Examples have, for example,
been given from some spectroscopic applications and
from calculations on magnetic and redox properties.
The number of applications is still not large but it
can safely be predicted that the area is going to grow
rapidly in the future, perhaps to become one of the
main areas for accurate quantum chemical studies.
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